1 Introduction

In this lecture we return to the view that a logic program is defined by a collection of inference rules for atomic propositions. But we now base the operational semantics on reasoning forward from facts, which are initially given as rules with no premisses. Contrast this with the operational semantics of backwards or goal-directed logic programming, which went backwards from the goal by successively reducing it by an applicable rule in a deterministic order.

Every forward rule application potentially adds new facts. Whenever no more new facts can be generated we say forward reasoning saturates and we can answer questions about truth by examining the saturated database of facts. We illustrate this so-called bottom-up logic programming (alias forward logic programming) with several programs, including graph reachability, fibonacci, and liveness analysis. It turns out that forward logic programming provides an exceedingly elegant way of reading off complexity results for free from a direct analysis of each rule.

2 Bottom-Up Inference

We now return to the very origins of logic programming as an operational interpretation of inference rules defining atomic predicates. As a reminder, consider the definition of even.

\[
\begin{align*}
\text{even}(0) & \quad \text{evz} \\
\text{even}(s(N)) & \quad \text{evss}
\end{align*}
\]

*With edits by André Platzer and Giselle Reis
This works very well on queries such as even(s(s(s(0)))) (which succeeds) and even(s(s(s(0)))) (which fails). In fact, the operational reading of this program under goal-directed search constitutes a decision procedure for ground queries even(n).

This specification makes little sense under an alternative interpretation where we eagerly apply the inference rules in the forward direction, from the premisses to the conclusion, until no new facts can be deduced. The problem is that we start with even(0), then obtain even(s(s(0))), and so on, but we never terminate.

It would be too early to give up on forward reasoning at this point. As we have seen many times, even in backward reasoning a natural specification of a predicate does not necessarily lead to a reasonable implementation. We can implement a test whether a number is even via reasoning by contradiction. We seed our database with the claim that n is not even and derive consequences from that assumption. If we derive a contradictory fact we know that even(n) must be true. If not (and our rules are complete), then even(n) must be false. We write odd(n) for the proposition that n is not even. Then we obtain the following specification

\[
\frac{\text{odd}(s(s(N)))}{\text{odd}(N)}
\]

to be used for forward reasoning. This single rule obviously saturates because the argument to odd becomes smaller in every rule application.

What is not formally represented in this program is how we initialize our database (we assume odd(0)), and how we interpret the saturated database (we check if odd(0) was deduced which would be a contradiction).

The strategy of this example, proof by contradiction, does not always work, but there are many cases where it does. One should check if the predicate is decidable as a first test.

We can also try to stick with the original predicate for even, but add another argument which is a bound to guarantee saturation. The idea is that, during saturation in search for an input s^n(0)—by which we mean the function s nested n times—we are actually only interested in all facts about numbers of at most that magnitude. We count the bound down, two at a time, in the second argument while the first argument computes even numbers.

\[
\frac{\text{even}(N, s(s(B)))}{\text{even}(s(s(N)), B)} \quad \text{evss}
\]

When trying to check if a number n is even, we seed the database with

even(0, n)

which expresses that 0 is considered even no matter what the bound (n in this case). Operationally, n is the bound, while 0 is the first even number.

After saturation, which is guaranteed to happen after ⌊n/2⌋ steps, we check if some fact of the form

even(n, _)
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is in the database. Such bounds or sometimes other simple structural restrictions to make sure that the facts generated during saturation are on the critical path toward the actual goal can be quite helpful to reduce the time till saturation.

By an invariant of the evss algorithm, all deduced facts even\((b, n)\) have the same sum \(b + n\), since the first argument is increased by two \(s\) applications while the second argument is decreased correspondingly. So we actually know that if \(n\) is even we must have even\((n, 0)\) at the end, and even\((n - 1, s(0))\) if \(n\) is odd, leading to a decision procedure. This can be used to eliminate the first argument, arriving at more or less the code for odd shown above, but with a different justification.

3 Fibonacci

In this section, we use the Fibonacci sequence to show how forward and backward reasoning\(^1\) work in sequent calculus and how the complexity of the proofs are different.

Assume the following logic program for computing the Fibonacci numbers:

\[
\begin{align*}
fib(0, 0). \\
fib(1, 1). \\
fib(n + 2, f1 + f2) & \leftarrow fib(n + 1, f1), fib(n, f2).
\end{align*}
\]

We will use arithmetic on terms for the sake of simplicity. Let’s try to compute \(fib(5, f)\). Logically, this is equivalent to a sequent where the logic program is on the left side and the goal on the right, i.e.:

\[
\begin{align*}
fib(0, 0), fib(1, 1), fib(n, f2) \land fib(n + 1, f1) \supset fib(n + 2, f1 + f2) \rightarrow fib(5, f)
\end{align*}
\]

Remark 1 Observe we are ignoring the quantifiers. If we want to be really precise, all variables on the left side of the sequent would be quantified universally \((\forall n. \forall f1. \forall f2)\) and those on the right are quantified existentially \((\exists f)\). When applying rules \(\forall L\) and \(\exists R\) to these formulas, the variables must be replaced by terms. In practice, it is not possible to know in advance what are the right terms to use. So we usually replace the quantified variables by variables that will be unified with terms at the initial rules.

Executing the logic program will amount to proving that sequent. Let \(\Gamma\) denote the set:

\[
\{fib(0, 0), fib(1, 1), fib(n, f2) \land fib(n + 1, f1) \supset fib(n + 2, f1 + f2)\}
\]

There is no other way of starting this proof other than applying the \(\supset L\) and \(\land R\) rules:

\(^1\)Also called forward and backward chaining.
At this point we can continue the proofs $\phi_1$, $\phi_2$ and $\phi_3$ in two different ways. One corresponds to backward reasoning (i.e., goal-directed) and the other to forward reasoning.

**Backward reasoning**

In backward (or goal-directed) reasoning, we try to match our goal with the head of a clause in the program. This means we will match $\text{fib}(5, f)$ to $\text{fib}(n + 2, f_1 + f_2)$. These terms are indeed unifiable by the m.g.u. $(3/n, (f_1 + f_2)/f)$, and once this substitution is applied, we can close the branch $\phi_3$ in the proof above (since we will have $\text{fib}(5, f_1 + f_2)$ both on the left and right of the sequent). Then proof looks like this:

$$
\begin{align*}
\Gamma & \rightarrow \text{fib}(n, f_2) \quad \Gamma & \rightarrow \text{fib}(n + 1, f_1) \\
\Gamma & \rightarrow \text{fib}(n, f_2) \land \text{fib}(n + 1, f_1) & \land R \\
\Gamma & \rightarrow \text{fib}(n, f_2) \land \text{fib}(n + 1, f_1) \land R, \text{fib}(n + 2, f_1 + f_2) & \rightarrow \text{fib}(5, f) & \supset L
\end{align*}
$$

Now we are left with two open branches, each corresponding to finding the third and fourth Fibonacci numbers. The procedure will be the same: apply $\supset$ and $\land R$, close the right-most premise (right premise of $\subset L$) and continue with the two premises of $\land R$. The finished proof is show in Figure 1.

As you can see, there is a lot of repetition of steps. In fact, the complexity for computing the $n^{th}$ Fibonacci number in this way is $O(2^n)$.
Let \( \varphi_{fib(3)} \) be

\[
\begin{array}{c}
\Gamma \to \text{fib}(1,1) & \text{init} \\
\Gamma \to \text{fib}(0,1) & \text{init} \\
\hline
\Gamma \to \text{fib}(1,1) \land \text{fib}(0,1) & \land R \\
\Gamma \to \text{fib}(2,1) & \text{init} \\
\hline
\Gamma \to \text{fib}(1,1) \land \text{fib}(2,1) & \land R \\
\Gamma \to \text{fib}(3,1) & \text{init} \\
\hline
\Gamma \to \text{fib}(1,2) \land \text{fib}(2,1) & \land R \\
\Gamma \to \text{fib}(3,2) & \text{init} \\
\hline
\end{array}
\]

in

\[
\begin{array}{c}
\Gamma \to \text{fib}(1,1) & \text{init} \\
\Gamma \to \text{fib}(0,0) & \text{init} \\
\hline
\Gamma \to \text{fib}(1,1) \land \text{fib}(0,0) & \land R \\
\Gamma \to \text{fib}(2,1) & \text{init} \\
\hline
\Gamma \to \text{fib}(1,1) \land \text{fib}(2,1) & \land R \\
\Gamma \to \text{fib}(3,1) & \text{init} \\
\hline
\varphi_{fib(3)} & \text{init} \\
\hline
\varphi_{fib(3)} & \text{init} \\
\hline
\Gamma \to \text{fib}(3,2) \land \text{fib}(4,3) & \land R \\
\Gamma \to \text{fib}(5,5) & \text{init} \\
\hline
\Gamma \to \text{fib}(5,5) & \text{init} \\
\hline
\end{array}
\]

Figure 1: Computing the fifth Fibonacci number using backward chaining.
Forward reasoning

In forward reasoning, we try to prove the body of a clause in order to conclude its head and add the new fact to our database. Focusing on finishing the body first is equivalent to finishing the proofs \( \varphi_1 \) and \( \varphi_2 \) first (if the body of our clause had \( k \) predicates instead of 2, we would have to close \( k \) proofs). We can finish both proofs by unifying the conclusions to a known fact from \( \Gamma \), namely, \( \text{fib}(0, 0) \) and \( \text{fib}(1, 1) \). This is achieved with the m.g.u. \((0/n, 0/f2, 1/f1)\) and the new proof is:

\[
\Gamma \rightarrow \text{fib}(0, 0) \quad \Gamma \rightarrow \text{fib}(1, 1) \\
\Gamma \rightarrow \text{fib}(0, 0) \land \text{fib}(1, 1) \\
\Gamma, \text{fib}(2, 1) \rightarrow \text{fib}(5, f) \\
\Gamma \rightarrow \text{fib}(5, f) \\
\Gamma \rightarrow \text{fib}(5, f) \quad \supset L
\]

Notice what happened on the rightmost branch: a new fact was added to our context. By proceeding the same way (applying \( \supset L \) and \( \land R \) and closing the premises on the left), we can now use this new fact to derive more new facts, until having something that can be unified with \( \text{fib}(5, f) \). The final proof is in Figure 2.

In this case, no repetition occurs and the complexity of computing the \( n^{th} \) Fibonacci number is \( O(n) \).
Let $\varphi_{\text{fib}}$ be

\[
\begin{align*}
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2), \text{fib}(4, 3) \rightarrow \text{fib}(3, 2) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2), \text{fib}(4, 3) \rightarrow \text{fib}(4, 3) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2), \text{fib}(4, 3) \rightarrow \text{fib}(3, 2) \land \text{fib}(4, 3) & \xrightarrow{\land R} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2), \text{fib}(4, 3) \rightarrow \text{fib}(5, f) & \xrightarrow{\text{init}} \quad \sqsubset \quad L
\end{align*}
\]

\[
\begin{align*}
\Gamma \rightarrow \text{fib}(0, 0) & \xrightarrow{\text{init}} \\
\Gamma \rightarrow \text{fib}(1, 1) & \xrightarrow{\text{init}} \\
\Gamma \rightarrow \text{fib}(0, 0) \land \text{fib}(1, 1) & \xrightarrow{\land R} \\
\Gamma \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1) \rightarrow \text{fib}(1, 1) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1) \rightarrow \text{fib}(2, 1) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1) \rightarrow \text{fib}(1, 1) \land \text{fib}(2, 1) & \xrightarrow{\land R} \\
\Gamma, \text{fib}(2, 1) \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(2, 1) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(2, 1) \land \text{fib}(3, 2) & \xrightarrow{\land R} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\Gamma, \text{fib}(2, 1), \text{fib}(3, 2) \rightarrow \text{fib}(5, 5) & \xrightarrow{\text{init}} \\
\end{align*}
\]

Figure 2: Computing the fifth Fibonacci number using forward chaining.
4 Graph Reachability

Assuming we have a specification of $\text{edge}(x, y)$ whenever there is an edge from node $x$ to node $y$, we can specify reachability $\text{path}(x, y)$ with the rules

\[
\begin{align*}
\text{edge}(X, Y) & \quad \text{path}(X, Y) \\
\text{edge}(X, Y) & \quad \text{path}(Y, Z) & \quad \text{path}(X, Z)
\end{align*}
\]

During bottom-up inference these rules will saturate when they have constructed the transitive closure of the edge relation. During backward reasoning these rules may not terminate (if there are cycles), or be very inefficient (if there are many paths compared to the number of nodes).

In this graph, in which the cloud is supposed to illustrate some big subgraph with many connections, the edge $A \rightarrow B$ from $A$ to $B$ and then to $C$ will be tried first (the precise order depends on clause order), with a long failed path search from $C$ to $E$, which cannot work, because $C$ and $E$ are not connected. Afterwards, Prolog’s backtracking will consider the edge $A \rightarrow D$ and then $D \rightarrow C$, which will repeatedly set out on the long but pointless search for a path toward $E$ through the cloud starting at $C$ in vain.

In the following cyclic graph, the search will not even terminate, even if there is a path from $C$ to $E$, since the cyclic edge from $C$ to $A$ will be considered first, recursively leading to $A \rightarrow B \rightarrow C \rightarrow A$ infinitely often.

In the forward direction the rules will always saturate. Once forward reasoning discovered $\text{path}(A, C)$ by one path $A \rightarrow B \rightarrow C$, it will not have a second need to explore.
the consequences of the same fact again, just because it found a second path $A \rightarrow D \rightarrow C$. In a sense, advantages of forward logic programming over backward logic programming are that it comes with built-in memoization and ways of determining when the computation is done with producing new facts. We can also give, just from the rules, a complexity analysis of the saturation algorithm.

But first, let’s examine how forward logic programming proof search produces facts in the second graph by exhaustively applying all rules to facts:

```
% first rule applied to edge
1 path(A,B)
2 path(B,C)
3 path(C,A)
4 path(A,D)
5 path(D,C)
6 path(C,E)
7 path(E,F)
% second rule applied to edge
8 path(C,B) % from 1
9 path(A,C) % from 2
... 
15 path(B,E) % from 6
16 path(C,F) % from 7
... 
20 path(A,E) % from 15
... 
```

At this point, the goal path(A,E) has been put into the database of facts, so we can return the answer yes. Note that, quite unlike goal-oriented backward logic programming, forward logic programming generates such a database of facts. In particular, if a fact such as path(A,C) is generated twice (once from $A \rightarrow B \rightarrow C$ and once from $A \rightarrow D \rightarrow C$), we still only add it once since its consequences in terms of the applicable rules are going to be the same no matter how often fact has been derived. That gives forward logic programming the advantages of built-in memoization to avoid repetitive exploration of search spaces.

5 Complexity Analysis

McAllester [McA02] proved a so-called meta-complexity result which allows us to analyze the structure of a bottom-up logic program and obtain a bound for its asymptotic complexity by a simple analysis of its structure. We do not review the result or its proof in full detail here, but we sketch it so it can be applied to several of the programs we consider here. Briefly, the result states that the complexity of a bottom-up logic program is
$O(|R(D)| + |P_R(R(D))|)$, where $R(D)$ is the saturated database (writing here $D$ for the initial database) and $P_R(R(D))$ is the set of prefix firings of rules $R$ in the saturated database.

The number prefix firings for a given rule is computed by analyzing the premisses of the rule from left to right, counting in how many ways it could match facts in the saturated database. Matching an earlier premiss will fix its variables, which restricts the number of possible matches for later premisses.

For example, in the case of the transitive closure program, assume we have $e$ edges and $n$ vertices. Then in the completed database there can be at most $n^2$ facts $\text{path}(x, y)$, while there are always exactly $e$ facts $\text{edge}(x, y)$. The first rule

$$\text{edge}(X, Y) \\ \text{path}(X, Y)$$

can therefore always match in $e$ ways in the completed database. We analyze the premisses of the second rule

$$\text{edge}(X, Y) \quad \text{path}(Y, Z) \\ \text{path}(X, Z)$$

from left to right. First, $\text{edge}(X, Y)$ can match the database in $O(e)$ ways, as before. This match fixes $Y$, so there are now $O(n)$ ways that the second premiss could match a fact in the saturated database (each vertex is a candidate for $Z$). This yields $O(e \cdot n)$ possible prefix firings.

The size of the saturated database is $O(e + n^2)$, and the number of prefix firings of the two rules is $O(e + e \cdot n)$. Therefore the overall complexity is $O(e \cdot n + n^2)$. Since there are up to $n^2$ edges in the graph, we get a less informative bound of $O(n^3)$ expressed entirely in the number of vertices $n$.

**Remark 2** The complexity $O(|R(D)| + |P_R(R(D))|)$ might look strange at first since in order to compute the saturated database of size $|R(D)|$, one would need at least this amount of prefix firings. We might thus be tempted to get rid of the first parameter and state the complexity of a bottom-up logic program as $O(|P_R(R(D))|)$. But what happens if the number of prefix firings of a program is zero? The algorithm used to compute the complexity in [McA02] would still run $|R(D)|$ times, thus making the first parameter necessary.

### 6 Liveness Analysis

We consider an application of bottom-up logic programming in program analysis. In this example we analyze code in a compiler’s intermediate language to find out which variables are live or dead at various points in the program. We say a variable is *live* at a given program point $l$ if its value will be read before it is written when computation reaches $l$. This information can be used for optimization and register allocation.
Every command in the language is labeled by an address, which we assume to be a natural number. We use \( l \) and \( k \) for labels and \( w, x, y, \) and \( z \) for variables, and \( \text{op} \) for binary operators. In this stripped-down language we have the following kind of instructions. A representation of the instruction as a logical term is given on the right, although we will continue to use the concrete syntax to make the rules easier to read.

\[
\begin{align*}
\text{l : } x &= \text{op}(y, z) & \text{inst}(l, \text{assign}(x, \text{op}, y, z)) \\
\text{l : if } x &= \text{goto } k & \text{inst}(l, \text{if}(x, k)) \\
\text{l : goto } k &= & \text{inst}(l, \text{goto}(k)) \\
\text{l : halt } &= & \text{inst}(l, \text{halt})
\end{align*}
\]

This language is stripped-down but computationally universal and still a close-enough approximation of the ideas behind intermediate languages in compilers. Here is an example of a program along with all live variables at the respective lines:

<table>
<thead>
<tr>
<th>Instructions</th>
<th>Live variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>if y goto 8</td>
<td>y, x</td>
</tr>
<tr>
<td>q = x/y</td>
<td>x, y</td>
</tr>
<tr>
<td>t = q * y</td>
<td>x, y, q</td>
</tr>
<tr>
<td>r = x - t</td>
<td>x, y, t</td>
</tr>
<tr>
<td>x = y</td>
<td>y, r</td>
</tr>
<tr>
<td>y = r</td>
<td>r, x</td>
</tr>
<tr>
<td>goto 1</td>
<td>x, y</td>
</tr>
<tr>
<td>x = x + 0</td>
<td>x</td>
</tr>
<tr>
<td>halt</td>
<td></td>
</tr>
</tbody>
</table>

We use the proposition \( x \neq y \) to check if two variables are distinct and write \( s(l) \) for the successor location to \( l \) which contains the next instruction to be executed unless the usual control flow is interrupted.

We write \( \text{live}(w, l) \) if we have inferred that variable \( w \) is live at \( l \). This is an overapproximation in the sense that \( \text{live}(w, l) \) indicates that the variable may be live at \( l \), although it is not guaranteed to be read before it is written. This means that any variable that is not live at a given program point is definitely dead, which is the information we want to exploit for optimization and register allocation.

We begin with the rules for assignment \( x = \text{op}(y, z) \). The first two rules just note the use of variables as arguments to an operator. The third one propagates liveness information backwards through the assignment operator. This is sound for any variable, but we would like to achieve that \( x \) is not seen as live before the instruction \( x = \text{op}(y, z) \), so we...
verify that $W \not= X$.

\[
\begin{array}{ccc}
L : X = Op(Y, Z) & L : X = Op(Y, Z) & L : X = Op(Y, Z) \\
\text{live}(Y, L) & \text{live}(Z, L) & \text{live}(W, L) \\
\end{array}
\]

The rules for jumps propagate liveness information backwards. For unconditional jumps we look at the target; for conditional jumps we look both at the target and the next statement, since we don’t analyze whether the condition may be true or false, which we cannot generally know anyhow.

\[
\begin{array}{ccc}
L : \text{goto } K & L : \text{if } X \text{ goto } K & L : \text{if } X \text{ goto } K \\
\text{live}(W, K) & \text{live}(W, K) & \text{live}(W, s(L)) \\
\text{live}(W, L) & \text{live}(W, L) & \text{live}(W, L) \\
\end{array}
\]

Finally, the variable tested in a conditional is live.

\[
L : \text{if } X \text{ goto } K \\
\text{live}(X, L)
\]

For the complexity analysis, let $n$ be the number of instructions in the program and $v$ be the number of variables. The size of the saturated database is $O(v \cdot n)$, since all derived facts have the form $\text{live}(X, L)$ where $X$ is a variable and $L$ is the label of an instruction. The prefix firings of all 7 rules are similarly bounded by $O(v \cdot n)$: there are $n$ ways to match the first instruction since there are $n$ lines in the program and then at most $v$ ways to match the second premiss (if any) since the respective code line has already been matched in the first premiss. Hence the overall complexity is bounded by $O(v \cdot n)$.

7 Variable Restrictions

Bottom-up logic programming, as considered by McAllester, requires that every variable in the conclusion of a rule also appears in a premiss. This means that every generated fact will be ground, because, inductively, each rule will only have its premisses applied to ground facts and (by variable inclusion) its conclusion is ground since it will only involve variables that are already unified with ground terms. This is important for saturation and complexity analysis because a fact with a free variable could stand for infinitely many instances.

Nonetheless, bottom-up logic programming can be generalized in the presence of free variables, but we will not discuss this further in this course.
8 Historical Notes

The bottom-up interpretation of logic programs goes back to the early days of logic programming. See, for example, the paper by Naughton and Ramakrishnan [NR91].

There are at least three areas where logic programming specification with a bottom-up semantics has found significant applications: deductive databases, decision procedures, and program analysis. The unification rules we saw in an earlier lecture are an example of a decision procedure for unifiability. Liveness analysis is an example of program analysis first formulated in this fashion by McAllester [McA02], who was particularly interested in describing program analysis algorithms at a high level of abstraction so their complexity would be self-evident. This was later refined by Ganzinger and McAllester [GM01, GM02] by allowing deletions in the database. We treat this in a later lecture where we generalize bottom-up inference to linear logic.

9 Exercises

Exercise 1 Write a bottom-up logic program for addition (\texttt{plus/3}) on numbers in unary form and then extend it to multiplication (\texttt{times/3}).

Exercise 2 Consider the following variant of graph reachability.

\[
\frac{\text{edge}(X, Y) \quad \text{path}(X, Y) \quad \text{path}(Y, Z)}{\text{path}(X, Z)}
\]

Perform a McAllester-style complexity analysis and compare the inferred complexity with the one given in lecture.

Exercise 3 The set of prefix firings depends on the order of the premisses. Give an example to demonstrate this.
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