Soundness and completeness

The sequent calculus is a powerful tool for reasoning about our logics. By heavily restricting the form of proofs, the sequent calculus makes it easy to show that certain propositions (such as \( \bot \) and \( \neg(A \lor \neg A) \)) are \textit{not} provable. A reasonable worry, however, is that since the sequent calculus is much more restricted than natural deduction, it may not be able to prove everything that natural deduction can. In this assignment, you will show that this is not the case. A proposition is provable in natural deduction if and only if it is provable in the sequent calculus.

A different way of writing natural deduction

In order to make reasoning about natural deduction as a system more tractable, we will use the notation for natural deduction proofs introduced in the prior assignment to make our assumptions more explicit. We write \( A_1, \ldots, A_n \vdash A \) to mean that \( A \) is provable from the assumptions \( A_1, \ldots, A_n \). Like in the sequent calculus, we will usually abbreviate the list of assumptions as \( \Gamma \), and write \( \Gamma \vdash A \). \( A_1, \ldots, A_n \vdash A \) is equivalent to, in our original notation,
Below we show the rules for natural deduction with our new notation. Most of the rules are essentially unchanged, except for the addition of the $\Gamma$ context. There is one new rule, $\text{hyp}$, which corresponds to the use of an assumption. $\lor E$ and $\supset I$ change a little, in that they now introduce assumptions by adding them to the context.

It is important to stress that this is simply a minor notational change that makes more precise what assumptions are in scope. The structure of proofs is exactly the same.

\[
\frac{\text{hyp}}{\Gamma, A \vdash A}
\]

\[
\frac{\Gamma \vdash A \lor B \quad \Gamma, A \vdash C}{\Gamma \vdash C} \quad \lor E
\]

\[
\frac{\Gamma \vdash B \quad \Gamma, A \vdash B}{\Gamma \vdash A \supset B} \quad \supset I
\]

\[
\frac{\Gamma \vdash A \lor B \quad \Gamma \vdash A \lor B}{\Gamma \vdash A \lor B} \quad \lor I_L
\]

\[
\frac{\Gamma \vdash A \lor B \quad \Gamma \vdash A \lor B}{\Gamma \vdash A \lor B} \quad \lor I_R
\]

\[
\frac{\Gamma, A \supset B, \Gamma \vdash B}{\Gamma \vdash B} \quad \supset E
\]

\[
\frac{\Gamma \vdash A \quad \Gamma \vdash B}{\Gamma \vdash A \land B} \quad \land I
\]

\[
\frac{\Gamma \vdash A \land B}{\Gamma \vdash A} \quad \land E_L
\]

\[
\frac{\Gamma \vdash A \land B}{\Gamma \vdash B} \quad \land E_R
\]

\[
\frac{\Gamma \vdash \bot}{\Gamma \vdash C} \quad \bot E
\]

\[
\frac{\Gamma \vdash \top}{\Gamma \vdash \top} \quad \top I
\]

In order to prove soundness of the sequent calculus, you will need to use the following theorems:

- **Weakening** For all $\Gamma, A, C$, if $\Gamma \vdash C$, then $\Gamma, A \vdash C$.
- **Substitution** For all $\Gamma, A, C$, if $\Gamma \vdash A$ and $\Gamma, A \vdash C$, then $\Gamma \vdash C$.

**Sequent calculus recap**

For reference, we present the rules of the sequent calculus.

\[
\frac{\Gamma, A \Rightarrow B}{\Gamma \Rightarrow A \Rightarrow B} \quad \Rightarrow R
\]

\[
\frac{\Gamma, B_1 \supset B_2 \Rightarrow B_1 \quad \Gamma, B_1 \supset B_2, B_2 \Rightarrow A}{\Gamma \supset B_1 \supset B_2 \Rightarrow A} \quad \Rightarrow L
\]
In order to prove completeness of the sequent calculus, you will need to use the following theorems:

- **Weakening** For all \( \Gamma, A, C \), if \( \Gamma \Rightarrow C \), then \( \Gamma, A \Rightarrow C \).
- **Identity** For all \( \Gamma, A \): \( \Gamma, A \Rightarrow A \).
- **Cut** For all \( \Gamma, A, C \), if \( \Gamma \Rightarrow A \) and \( \Gamma, A \Rightarrow C \), then \( \Gamma \Rightarrow C \).

Cut is a very powerful theorem. While the theorem statement is the same as the statement of substitution in natural deduction, it is much more difficult to prove, because of how the sequent calculus breaks down assumptions in the context.

To make writing derivations that use these theorems easier, you may use them as if they were inference rules. For example:

\[
\frac{\Gamma \Rightarrow A \quad \Gamma, A \Rightarrow C}{\Gamma \Rightarrow C} \quad \text{cut}
\]

### 1 Soundness

We say that the sequent calculus is sound if every sequent provable in the sequent calculus is provable in natural deduction as well. That is to say, for all \( \Gamma, A \), if \( \Gamma \Rightarrow A \), then \( \Gamma \vdash A \). We prove this by induction over the derivation of \( \Gamma \Rightarrow A \).

We present an example case. Suppose that the last rule in the derivation is \( \land L_1 \). Then the derivation looks like:

\[
\frac{\Gamma, A \land B \Rightarrow C}{\Gamma \Rightarrow C} \land L_1
\]
We want to show that $\Gamma, A \land B \vdash C$. By our induction hypothesis, we have that $\Gamma, A \land B, A \vdash C$. We can construct the following derivation:

$$
\frac{
\frac{\Gamma, A \land B \vdash A \land B}{\Gamma, A \land B \vdash A} \ \text{hyp} \\
\frac{\Gamma, A \land B \vdash A}{\Gamma, A \land B \vdash C} \ \text{subst}
}{\Gamma, A \land B \vdash C}
$$

**Task 1 (9 points).** Give the cases of the proof of soundness corresponding to the following rules:

- $\bot L$
- $\supset R$
- $\supset L$

2  **Completeness**

We say that the sequent calculus is complete if everything provable in natural deduction is provable in the sequent calculus as well. That is to say, for all $\Gamma, A$, if $\Gamma \vdash A$, then $\Gamma \implies A$. We prove this by induction over the derivation of $\Gamma \vdash A$.

We present an example case. Suppose that the last rule in the derivation is $\supset E$. Then the derivation looks like

$$
\frac{
\frac{\mathcal{D}}{\Gamma \vdash A \supset B} \ \text{E}
}{\Gamma \vdash B} \ \text{\supset E}
$$

and we need to show that $\Gamma \implies B$. By our induction hypothesis, we have that $\Gamma \implies A \supset B$ and $\Gamma \implies A$. We can then construct the derivation

$$
\frac{
\frac{\mathcal{D}}{\Gamma \vdash A \supset B} \ \text{E}
}{\Gamma \vdash A} \ \text{by i.h. on E}
\frac{
\frac{\mathcal{D}}{\Gamma \vdash A \supset B} \ \text{E}
}{\Gamma \vdash A} \ \text{by i.h. on D}
\frac{\Gamma \implies A \supset B}{\Gamma \implies A} \ \text{weaken}
\frac{\Gamma, A \supset B, B \Rightarrow B}{\Gamma, A \supset B \Rightarrow B} \ \text{id}
\frac{\Gamma, A \supset B \Rightarrow B}{\Gamma \Rightarrow B} \ \text{cut}
}{\Gamma \Rightarrow B}
$$

**Task 2 (9 points).** Give the cases of the proof of completeness corresponding to the following rules:

- $\bot E$
- $\supset I$
- $\land E_L$
3 Admissibility of Cut

In lecture and the lecture notes, we stated that we can prove the admissibility of cut via a nested induction on the structure of the proof, and showed the cases for implication and conjunction, but left some cases unproven. Now, it is your turn to prove the admissibility of cut in the case of disjunction, or more precisely:

**Task 3** (4 points). Prove that if $\Gamma \implies A$ and $\Gamma, A \implies C$, then $\Gamma \implies C$ in the case where $A$ is of the form $A_1 \lor A_2$ for any propositions $A_1$ and $A_2$.

4 Unprovable sequents

You might recall the bonus question from Homework 2 where we asked you to prove $\vdash (\neg\neg A \supset A) \supset (A \lor \neg A)$ in Tutch. It was a bit of a trick question because, as some of you realized, the judgement was unprovable. However, with sequent calculus, it will now be easy to see why (Hint: pay close attention to the left side of each judgement and keep in mind what rules you are still able to apply).

**Task 4** (4 points). Prove that there is no derivation of $\vdash (\neg\neg A \supset A) \supset (A \lor \neg A)$ in the sequent calculus.

5 KeYmaera I

Prove the following statements in KeYmaera I:

**Task 5** (2 points). `iorcomm.kyx`

Functions.
- B p().
- B q().
End.

Problem.
- p()|q() -> q()|p()
End.

**Task 6** (2 points). `inotnotcontra2.kyx`

Functions.
- B p().
End.
Problem.
\[ ((p()|(p()->false))->false)->false\]
End.

Task 7 (2 points). \textbf{implyAnd.kyx}

Functions.
\begin{itemize}
  \item B p().
  \item B q().
  \item B r().
\end{itemize}
End.

Problem.
\[ (p()->q()&r()) <-> (p()->q())&(p()->r())\]
End.

Task 8 (2 points). \textbf{icovariance.kyx}

Functions.
\begin{itemize}
  \item B a().
  \item B b().
  \item B x().
  \item B y().
  \item B z().
\end{itemize}
End.

Problem.
\[ (a()->b()) -> (x() -> y() | a()&z()) -> (x() -> y() | b()&z())\]
End.

Task 9 (2 points). \textbf{iScombinator.kyx}

Functions.
\begin{itemize}
  \item B p().
  \item B q().
  \item B r().
\end{itemize}
End.

Problem.
\[ (p()->q()) -> (p()->q()->r()) -> (p()->r())\]
End.
Task 10 (2 points). implicorton.kyx

Functions.
  B p().
  B q().
  B r().
End.

Problem.
  (p()->q()) -> (p() | r() -> q() | r())
End.

Task 11 (2 points). iDNI2.kyx

Functions.
  B p().
End.

Problem.
  p() -> ((p()->false)->false)
End.